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Abstract
Dispersion of measurement results is an important parameter that enables us not only to characterize not only accuracy of measurement but enables us also to construct confidence regions and to test statistical hypotheses. In nonlinear regression model the estimator of dispersion is influenced by a curvature of the manifold of the observation vector. The aim of the paper is to find the way how to determine a tolerable level of this curvature.
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1 Introduction
The frequently used model in regression analysis is $Y \sim N_n(f(\beta), \sigma^2 V)$, $\beta \in \mathbb{R}^k$ ($k$-dimensional Euclidean space), where $Y$ is an $n$-dimensional normally distributed observation vector, $f(\beta)$ is its mean value, $\beta$ is an unknown $k$-dimensional parameter, $\sigma^2$ is an unknown scalar parameter, $\sigma^2 \in (0, \infty)$, and $V$ is a known $n \times n$ positive semidefinite matrix.
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